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Concept of group functions (GF) in quantum chemistry explicates chemical idea of ‘chromophores’ – frag-
ments of molecules responsible for their physical properties and chemical reactivity. This concept per-
mits to construct quantum chemical methods which provide correct qualitative and quantitative
results for complex systems being unpretentious in computer resources. This is achieved by basing the
form of the trial electronic wave function on adequate ’chromophores’ present in the system under study.
If it can be said so, substantial percentage of needs in computational resources are switch on the
researcher’s mind which should be able to realize what parts of the molecule are adequate ’chro-
mophores’ at given conditions by this giving a chance to a ‘‘new concept of semi-empirism”.
In our previous studies group functions were applied to transition metal complexes of 3d-elements

(effective Hamiltonian crystal field – EHCF) and to organic molecules with single and isolated multiple
bonds (antisymmetrized product of strictly localized geminals – APSLG). It was shown that these meth-
ods can be successfully applied for theoretical study of complex systems which represent considerable
difficulties for standard quantum chemistry methods. For organic molecules deductive molecular
mechanics which represents a simplified version of the APSLG method was also proposed.
In the present paper recent results obtained with use of the GF theory are discussed. Deductive molec-

ular mechanics force field stemming from the APSLG method is adopted for many-particle molecular
assemblies and possibility of its application for modeling liquid state is demonstrated on an example
of binary mixtures of hydrophobic-hydrophilic ionic liquids with water.

� 2017 Elsevier B.V. All rights reserved.
1. Introduction

For the long history of progress in understanding nature of
chemical compounds theoretical concepts which allow to explain
and predict experimentally observed relations between properties
and structure of the system have been developed. These concepts
are based on the idea of picking out fragments of the molecule
responsible for its specific properties like reactivity within a class
of chemical transformations and to focus on this fragment, consid-
ering the rest to be inert at present conditions and taking its influ-
ence into account as ’perturbation’. This approach – dividing into
parts is the most general way of studying the reality which was
formulated as philosophic maxima yet by Rene Decartes: ’to divide
each of the difficulties under examination into as many parts as
possible, and as might be necessary for its adequate solution’ [1].
Creation of such concepts was decisive for the development of
chemistry. The most convincing example is the concept of atom
which allows chemists to understand nature and reactivity of mat-
ter and to provide a huge number of substances, materials and
methods of their synthesis. Similar paradigm applies to physical
properties of molecules as well. E.g., color of substances is
explained with use of the concept of chromophore proposed by
Witt [2]. To emphasize the correctness of the idea to pick out the
fragment responsible for the system’s properties we generalize
term ’chromophore’ and use it for any distinguishable part of the
system responsible for its properties following the suggestion of
Ruedenberg [3] (see [4] for a detailed elaboration on this topic).

Unfortunately in quantum chemistry (QC) as we know it now
there are no general approaches to explicate the idea of ’chro-
mophores’ in QC (excluding several examples which explicate it
in an intuitive way: crystal field theory [5] and Hückel theory
[6]). The main reason which causes such state of affairs is that most
‘chromophores’ which are observable in chemistry are considered
not to exist in QC. For example, chemical bonds are considered
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not to be observable, because there is no operator for them [7];
atoms are not existing in most the purist ab initio point of view,
rather nuclei and electrons. Thus it is important to notice that all
entities proposed by human are objects in mind which form the
foundations of some symbolic systems (languages) describing the
reality. And the only criterion of entity existence is the comparison
of such description and reality itself (more detailed discussions can
be found in [4]). At this point of view, atoms and bonds are observ-
able entities, thus they should be somehow expressed in terms of
QC.

We abstract the idea of ’chromophores’ can come back to quan-
tum chemistry if one takes the trial wave function (WF) [4] in the
McWeeny’s group functions approximation (GF) [8] as proposed in
[9] assuming the groups to represent (generalized) chromophores.
According to the group functions approximation total electronic
wave function has the general form (see Appendix A also):

Wðx1 . . . xNÞ ¼ bA UAðx1 . . . xNA Þ �UBðxNAþ1 . . . xNBÞ � . . .
n o

N ¼ NA þ NB þ � � �
where A, B refer to subsystems in which the original system is
divided,UK are their electronic wave functions and NK are numbers

of electrons at these subsystems. bA is projection operator to the
antisymmetric irreducible representation of the symmetric group
SN . When total WF W is expressed that way, it is called ’group func-
tion’ [8]. SCF-like wave function is obviously a special case of group
function which is obtained when all NK are equal to unity.

Applying GF approach to transition metal complexes (contain-
ing 3d-elements) and organic molecules with single and isolated
multiple bonds, two methods were performed n our previous stud-
ies: Effective Hamiltonian of Crystal Field (EHCF) [11] and
Antisymmetrized Product of Strictly Local Geminals (APSLG)
[10,12] respectively. Discussions of EHCF method is beyond the
scope of this paper, further information may be found in
[11,13,14]. In the present study we are going to focus on APSLG
method and its descendants.

In the APSLG method the trial WF may be expressed as:

W ¼ bAY
m

gm

where gm are two-electronic functions which correspond to chem-
ical bonds and lone electronic pairs in organic molecules, so called
’geminals’. This form of trial function takes chemical bonds as (gen-
eralized) ’chromophores’ – observable entities – which is a natural
choice for organic molecules with single and isolated multiple
bonds [15–24]. In the second quantization formalism they can be
expressed as:

gþ
m ¼ umrþmar

þ
mb þ vml

þ
mal

þ
mb þwmðrþmalþmb þ lþmar

þ
mbÞ

where um;vm – amplitudes of ionic contributions; wm – amplitude
of covalent contributions; rþmr; l

þ
mr are Fermi-operators creating an

electron with spin projection r in the one-electronic states (OES)
rmj i and lmj i, respectively. For the lone pairs only one contribution
remains:

gþ
m ¼ rþmar

þ
mb:

As it was discussed previously [16] significant success of MM as
applied to organic molecules is based on underlying representation
of molecular electronic structure: in all MM schemes chemical
bonds are assumed to be local and transferable pretty much inde-
pendent on their surrounding. Chemical bonds are ‘chromophores’
in this case and using, say, APSLG approximation for the underlying
wave function is a good starting point to deduce rather than simply
parameterize an MM force field. Truly, strictly localized hybrid
orbitals and transferable of one- and two electronic density matrix
elements coming from APSLG permit to present the energy of a
molecule in the classical form as combination of additive poten-
tials with parameters determined from QC calculations (see
Appendix B). Such alternative molecular mechanics dubbed as ’de-
ductive molecular mechanics’ (DMM) [20,21] was constructed in
our previous works. In [18] it was shown that DMM is successful
for organic molecules.

In present work we investigate a possibility of using DMM for
molecular modeling of more complex system: hydrophobic-
hydrophilic ionic liquids (HHILs) and their binary mixtures with
water. HHILs are the new class of room temperature ionic liquids
[25]. Binary biphasic systems containing HHILs and water are per-
spective for the heavy metal extraction because of HHILs’ unusual
property – they have high content of water being almost insoluble
in it at the same time. Specifically, we address the HHIL tetra-octyl-
ammonium lauroylsarcosinate (TOALS) [25] in the framework of
Monte-Carlo approach using the APSLG based force field with
parameters having clear QC source. It is shown that such an
approach gives acceptable results in molecular modeling of such
complex system as a ionic liquid and its mixture with water. All
presented results were obtained with use of our library CARTESIUS
FORT implementing the GF concept and containing tools for mod-
eling complex system of different composition and structure.

2. Is there nanostructural organization in ionic liquids? – APSLG
based study

2.1. Force field

Force fields (FF) based on the assumption of transferability and
additivity of various intra- and intermolecular interactions are
widely used for modeling of liquids. Such an assumption allows
one to represent the potential energy surface (PES) as a combina-
tion of some additive potentials with empirical parameters:

E ¼ Ebond þ Ebend þ Etorsion þ ECoulomb þ EvdW

First three terms correspond to intramolecular interactions of
bonded atoms (elongation of valence bonds, deformation of valence
and torsion angles, respectively); the last two correspond to inter-
actions of nonbonded atoms (electrostatic and van der Waals inter-
actions). Each energy contribution depends on atomic coordinates
and may have different functional forms. The quality of molecular
simulations substantially depends on the functional form of poten-
tials and values of parameters in force field.

Being successfully used for modeling of huge number of molec-
ular systems (specifically, for ionic liquids [26–35]), these molecu-
lar mechanics FFs do not have their own charge distributions
rather use interpolated ones obtained through training against
QC calculations. Substantial advantage of DMM force field used
in present study is that it has its own charge distribution and at
the same time requires much less computational resources then
any QC method.

It should be noted that additional terms in the total energy
appear because of the mutual influence of the atomic charge distri-
butions (known as van der Waals interactions). In principle they
can be obtained in APSLG by using perturbation theory [15], but
it is beyond the scope of this paper. Thus we take the van derWaals
interactions into account by applying Lennard-Jones potential in its
classical (6–12) form with parameters given in [27]. In conclusion,
the form of the force field used in present work is:

E ¼ ESLG
total þ EVDW

(for complete expression for ESLG
total see Appendix B) with MINDO/3

[17] parametrization used for APSLG part. The single molecule
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was calculated by APSLG method to obtain explicit values of the
electronic structure parameters and to optimize geometry. Then
energy structure parameters were taken fixed while MC calcula-
tions was going, so only changes of atomic coordinates were applied
in the thermodynamics calculation. Monte-Carlo simulations in
isobaric-isothermal (NPT) ensemble were used to compute physical
properties of pure TOALS. The Gibbs ensemble Monte Carlo (GEMC)
method [36] was used for molecular modeling of TOALS/water bin-
ary system and calculation of mutual solubilities.
2.2. Simulation details

2.2.1. Simulations of pure TOALS
Monte-Carlo simulations in isobaric-isothermal (NPT) ensemble

with Metropolis acceptance rules [37] were used to compute phys-
ical properties of pure TOALS. Simulations in NPT ensemble with
periodic boundary conditions were performed for liquid TOALS at
1 atm and 25 �C. Several models containing 16, 32 and 64 ionic
pairs have been studied. Initial value of density was assumed to
be equal to 1 g/cm3 for all systems. Initial coordinates and orienta-
tions of ions were taken from the preliminary MC simulations of
the box without boundary conditions and volume changes. Initial
positions for such preliminary simulations were chosen randomly.
Ewald algorithm [38] have been used to compute long-range
charge-charge part of the electrostatic potential. Cutoff distances
of 15 Å were applied for all non-hydrogen atoms. Volume changes
were tried with the probability of 1% and their maximum changes
as well as the maximum changes for the particle translations and
rotations were adjusted to yield acceptance rates for the new con-
figurations of approximately 35–50%. The system was assumed to
be equilibrated when average values of energy and volume were
fluctuating around constant value (no further monotonous
change). The length of equilibration period was approximately 5–
15 millions of steps and producing period consisted of 10 millions
of steps. Density q was calculated by:

q ¼ MN
0:6022hVi

where M – molecular weight of TOALS, N – number of ionic pairs in
the MC box, hVi – evaluated volume of the MC box.

It was shown in [39] that vapor of ionic liquids consists of ionic
pairs, thus in order to obtain the enthalpy of vaporization we per-
formed gas-phase MC simulations for the ionic pair of TOALS as
well. Enthalpy of vaporization were obtained then as follows:

DHvap ¼ �hEiliquid
N

þ RT þ hEigas

where hEi – liquid-phase energy obtained from MC calculations and
hEigas – gas-phase energy of the ionic pair.
2.2.2. GEMC simulations of TOALS/water binary system
GEMC method is usually employed to simulate phase co-

existence properties for thermodinamically equilibrated bulky
phases [36]. In the present study NPT-GEMC method was used to
obtain mutual solubilities for binary system TOALS/water. GEMC
calculations were performed for two regions in each phase with
their own periodic boundary conditions (that is away from the
interphase boundary) in parallel way at 25 �C and 1 atm. Initial
system contains two cubic MC boxes with pure TOALS (16 ionic
pairs) and water (512 molecules) respectively. To provide more
efficient convergency initial coordinates and orientations of parti-
cles were taken equal to those computed by the above NPT MC cal-
culations for pure liquids. Systems with several initial values of
densities (when density was not equal to equilibrated value, initial
coordinates were linear scaled) were under study to demonstrate
that obtained results are independent on those values.

To provide the equilibrium of two phases three types of MC
steps were implemented: particles displacements and rotations
in each subsystem (temperature equilibration); volume changes
for each subsystem (pressure equilibration); transfer of particles
between two subsystems (chemical potential equilibration). The
ratio of different steps was as follows: 57% probability for particles’
displacements and rotations, 3% probability for volume changes
and 40% probability for particles transfer. Receiving and supplying
subsystems were chosen randomly with 50% probability. The
amplitudes for coordinates, angles and volume changes were
adjusted for each subsystem to provide 35–50% rate of new config-
uration acceptance. The particle for the transfer move was selected
randomly with some special conditions for ions. It was allowed to
transfer only ionic pair (cation + anion), but not a single ion. It
means that when ion was randomly chosen to be transfered, co-
ion from the same phase is chosen to be transfered too. There is
no total guarantee that this assumption about concert transfer of
ionic pair is reliable. But it looks reasonable to maintain elec-
troneutrality of bulky phases and also allows a clear interpretation
of solubility. For transfers of water molecules multiple trial inser-
tions technique proposed in [40] was used to increase efficiency
of calculations. Unfortunately, this technique was not fairly effi-
cient for transfers of the TOALS ionic pairs because of their struc-
ture. TOALS ions contains long alkyl chains, thus it is almost
impossible to find acceptable ‘‘voids” for them in the water phase
acting ‘‘randomly”. To solve this problem the following moves have
been performed. Ionic pair was transferred into random positions
of the box first. Then the positions of the ions were equilibrated
by MC simulations while the positions of other molecules were
fixed to find ‘‘low-energy” positions of ionic pair (in analogous
with ‘‘ghost” particle method). These ‘‘low-energy” positions were
then used for possible insertions in the multiple insertion tech-
nique. As in the case of pure components the system was assumed
to be equilibrated when the average energy and number of mole-
cules in both subsystems were fluctuating around a constant value
(no monotonous variation). An equilibration period required 15–20
millions MC steps and a production period usually consist of 15
millions cycles.

Mutual solubilities in GEMC have been calculated as follows:

x1 ¼ hN1i2
hN1i2 þ hN2i2

x2 ¼ hN2i1
hN1i1 þ hN2i1

where hNiij is the average number of molecules of the i-th compo-
nent in the j-th phase.

2.3. Results and discussion

2.3.1. Energy structure of TOALS molecule according to SLG
calculations

Parameters of energy structure: geminal amplitudes and HOs
coefficients were obtained for single molecule of TOALS. Optimized
geometry of TOALS is presented in Fig. 1.

2.3.2. Properties of pure TOALS
To validate force field and simulation package, standard NPT MC

calculations of pure TOALS have been performed. In the ideal situ-
ation a series of physical properties which could be used to assess
the simulations’ quality (for example density, enthalpy of vapor-
ization and heat capacity) should be obtained from these calcula-
tions and compared with experimental values. However, in case



Fig. 1. Geometries of TOALS anion and cation.
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of HHILs most of the mentioned experimental quantites are not
available for pure HHILs. The reason is that these species do not
exist in the pure form and usually contain a large amount of water
[25] (hydrophilic!). In the original work [25] only the densities of
pure HHILs could be experimentally measured. On the other hand
in the literature on molecular modeling of liquids density is consid-
ered to be a reliable quantity to validate force field. Calculated
physical properties and available experimental values are pre-
sented in Table 1. Obtained value of density is in a good agreement
with experiment.

Calculated value of enthalpy of vaporization for TOALS is much
higher then those experimental values for imidazolium based ILs
(30–40 kcal/mol). In Ref. [41], enthalpies of vaporization of
tetraalkylphosphonium borates with long alkyl chains were
obtained. It was shown that for ILs with such bulky cations enthal-
pies of vaporization should be substantially higher (50–70 kcal/-
mol) then the respective values for imidazolium ILs. According to
such trend, TOALS should have even higher vaporization enthalpy
then ILs [41]. It should be mentioned, however, that the partial
charges in the FF used in Ref. [41] have no clear physical meaning:
carbon atoms in alkyl chains have counterintuite positive and
hydrogen atoms negative charges. In our FF partial charges of car-
bons in alkyl chains are all negative, and this alone may assure the
correct enthalpy trend as compared to Ref. [41].

2.3.3. Mutual solubilities
Results of GEMC calculations are presented in Table 2.
Analyze of results shows that GEMC-APSLG calculations allow

to obtain phase coexisting properties in quite good agreement with
experimental data, so the quality of APSLG based force field is good
enough.

2.3.4. Nanostructural organization in pure TOALS and in water rich
TOALS phase

Pure TOALS. Recently quote few papers have been devoted to
structure of pure liquid ILs. The hypothesis of some kind of nanos-
tructural organization of ILs to be responsible for unusual proper-
ties of ILs [42–47] was around. To analyze structure of pure TOALS
we calculated several radial distribution functions (RDFs – see
Fig. 2). The most interesting feature of these RDFs is that they have
nearly discrete appearence: set of tight peaks formed by several
closely disposed discrete bands. Such view of RDFs is the result
of bulky structure and topology of ions: both anions and cations
if ILs unders study are substantially asymmetric which causes
the formation of quite tough ’network’ where small displacements
Table 1
Physical properties of pure TOALS: calculated and experimental values.

DHvap , kcal/mol q, g/cm3

Calc. 104,62 ± 0.02 0.941 ± 0.002
Exp. [25] – 0.945
of ions are almost not allowed because they could greatly increase
total energy of the system (repulsion of alkyl chains). In all works
devoted to structural analysis of ionic liquids at least one of ions
(cation or anion) is small and more symmetric particle, thus TOALS
demonstrate such unusual properties in comparison with other ILs.
Anyway several usual (for all ILs) important features may be
observed in presented RDFs: first solvation shell (at 7 Å for
cation-cation, 4.5 Å for anion-anion and 3.8 Å for cation-anion)
and second solvation shell (at 12 Å for cation-cation, 11.5 Å for
anion-anion).

Water in TOALS phase. Recently, the ILs/water binary mixtures
and their unusual properties become a topic of lively discussions
not only because of their practical importance, but also because
of quite unusual behavior of those mixtures. Hypothesis about
water nano-clustering in those mixtures has been proposed to
explain their observed properties. Also numerical studies devoted
to structure of liquid ILs/water mixtures based on molecular
modeling appeared [47–49]. All of them use various radial distri-
bution functions for deriving conclusions about formation of such
clusters. For this end a geometrical criterion of ’connectivity’ is
used [47]. This approach is valid only when water molecules
form clearly distinguishable clusters with significant intercluster
separations well above the characteristic sizes of the clusters
themselves and there is no ’free’ molecules (which do not belong
to any cluster) in the phase. When those conditions are not sat-
isfied, some ’wrong’ clusters may appear. In order to cope with
this uncertainly we applied well established methods of ’cluster
analysis’ [50] which proposes rigorous conditions of clustering
to our molecular assemblies.

Nevertheless, we analyze first some basic RDFs produced for
water rich TOALS phase (presented in Fig. 3). These RDFs look quite
similar (water-water and cation-water especially) to those
reported in Ref.[47]. Characteristic maximum at 3 Å of water-
water RDF is an argument in favor of clustering, but it does not
guarantee it. Unfortunately, cation-water and anion-water RDFs
are much less informative: they do not disprove clustering and
do not prove it. All we can say is that water molecules prefer to
locate closer to anions than cations, which can be explained by for-
mation of hydrogen bond between hydrogen atom of water and
oxygen carbonyl atom of the anion (see Fig. 4).

For further investigation of water clustering we applied cluster
analysis. It allows to sort a set of points (positions of water mole-
cule in TOALS phase) into groups (clusters) which ideally are
located more closely to each other than to other points. Techni-
cally, the modified k-means algorithm [51] was used to separate
water molecules in MC box into clusters. Within this algorithm,
first, the optimal number of clusters had been obtained by finding
clusters distributed normally. After that standard k-means algo-
rithm was used. Such analysis gives an opportunity to find optimal
number of clusters, average number of molecules per cluster, aver-
age size of clusters. The ’degree’ of clustering is quantified by the
following parameter:



Table 2
Densities of TOALS and water phases and mutual solubilities obtained from GEMC calculations.

qwater phase , g/cm
3 qTOALS phase , g/cm

3 Molar fraction of TOALS in water phase, % Molar fraction of water in TOALS phase, %

Calc. 0.992 ± 0.002 0.958 ± 0.002 (2.3 ± 1.0) 10�5 0.81 ± 0.03
Exp. [25] – – (1.1 ± 0.5)10�5 0.86

Fig. 2. Radial distribution functions obtained for pure TOALS. The first plot corresponds to the distance between quaternary nitrogen atoms of cations, the second one – to the
distance between quaternary nitrogen atoms of anions and the last one – between those nitrogen atoms in cation and anion.
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Fig. 3. Radial distribution functions obtained for water rich TOALS phase. The first plot corresponds to the distance between quaternary nitrogen atom of cation and oxygen
atom of water, the second one – to the distance between quaternary nitrogen atom of anion and oxygen atom of water, the last one – between oxygen atoms of water
molecules.
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n ¼
X
k

X
i2k

ðxi � xkÞ2

where xk – coordinates of clusters’ centers of mass, xi – particle’s
coordinates (in our case of water oxygen atoms), which must be
smaller in a clustered situation.

When applied to molecular assemblies, this analysis should be
performed for each configuration within the producing period of
the Monte-Carlo procedure. Then all parameters (n, size of clusters,
number of molecules per cluster) should be averaged. Described
cluster analysis was performed for pure water and water in TOALS
phase to compare parameters of clustering. Results are presented
in Table 3. First of all we conclude that dividing into clusters gives
much higher value of the n-parameter for pure water, than for
water molecules in TOALS which indicates an explicit tendency
for clustering in the latter case. Moreover, the average size (diam-
eter) of clusters in pure water is larger then the analogous value for
water in TOALS although the clusters in pure water contain less
molecules than in TOALS/water mixture. Fig. 5 showing oxygen
atoms of clusters in pure water and in TOALS/water mixture (for



Fig. 4. Snapshots of pure TOALS (on the left) and water rich TOALS phase (on the right). Color coding: gray – C; blue – N; red – O (in TOALS); yellow – O (in water). Hydrogen
atoms are not shown. Pictures were produced by QuteMol [52]. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of
this article.)

Table 3
Averaged parameters of clusters for pure water and water in TOALS obtained from k-
means analysis.

Pure
water

Water in TOALS/water
mixture

n 3.42 1.64
Number of molecules in

cluster
5–6 9–10

Size of cluster, nm 1.15 1.01

Fig. 6. The water clusters in water rich TOALS phase are marked by different colors.
Green color corresponds to the atoms in the TOALS ions. One can see why removing
TOALS completely was profitable for visually establishing the water clusterization:
major part of water molecules is screened from view by the atoms belonging to
TOALS. On the other hand it also can be seen that different water clusters are
effectively separated from each other by the alkyl ‘‘rods”. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of
this article.)
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more clear representation the ions of TOALS are not presented
there) give quite a spectacular presentation of this result. The pres-
ence of well-distinguishable clusters of water molecules in TOALS
phase is clear. At the same time in pure water there are no such
clusters: the k-means algorithm tries to divide them as much as
possible, but not successfully (this fact is reflected in a larger value
of n), as one can see: the obatined clusers in pure water rather
strongly overlap. It is particularly easy to see in 3D *.mol files pre-
senting the results of our cluster analysis in Supporting Informa-
tion (see Fig. 6).

Another important result is that there are two types of water
molecules in TOALS/water mixtures: free water (one to three mole-
cules per cluster – 15–18%) and well clustered water (82–85%).
Free water was not taken into account while average size of clus-
ters and number of molecules per cluster were calculated. In pure
Fig. 5. Clusters in pure water (on the left) and in TOALS phase (on the right) as derived by k-means analysis from our MC data. Different colors mark the different clusters. For
TOALS phase ions are not presented.
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water molecules distributed evenly on clusters and there are no
such ’free’ molecules. Regarding the average size of the clusters
existing (to the validity of the used criterium) of 1,01 nm and their
maximal size of 1,6 nm we can conclude that these water clusters
in TOALS occupy an intermediate position between molecular-
particles and nano-particles.

3. Conclusions

In the present paper we describe recent applications of semiem-
pirical group functions theory. Principal possibility of using APSLG
based force field for modeling complex binary systems like TOALS/
water is demonstarted. Deductive molecular mechanics force field
is validated against several physical properties of pure TOALS cal-
culated by NPT MC simulations with use of the said FF. Obtained
value of density is in a good agreement with experiment. Theoret-
ical explanation of abnormally high solubility of water in TOALS
based on structural analysis is given. It is shown that in pure TOALS
phase bulky alkyl chains form structural voids. The sizes of such
voids are large enough to accommodate nano-clusters of water
molecules when TOALS are mixed with water.
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Appendix A. General ideas of group functions approximation

According to the group functions approximation total electronic
wave function (WF) in the problem of separation of variables in
quantum chemistry has the general form:

Wðx1 . . . xNÞ ¼ bA UAðx1 . . . xNA
Þ �UBðxNAþ1 . . . xNBÞ � . . .

n o
N ¼ NA þ NB þ � � �
where A, B . . . are indices of subsystems which the original system is
divided into, UK are their electronic wave functions and NK are

numbers of electrons at these subsystems. bA is projection operator
to some antisymmetric irreducible representation of the symmetric
group SN .

Hamiltonian operator for original system can be written as:bH ¼ cH0 þ bV ¼
X
K

bHK þ
X
K>L

X bVKL

where bHK is hamiltonian operator of subsystem K and bVKL is oper-
ator of interaction between subsystems K and L. Obviously, the GF

W is the eigenvector of hamiltonian cH0 with eigenvalue E:

E ¼ EA þ EB þ � � �
If we introduce according to the second quantization formalism

number of electron operators cNK for subsystem K, group function
W will be also its eigenvector with eigenvalue NK . It means that

8K ½cH0 ; cNK � ¼ 0

We can now formulate the conditions when group function W
approximate real WF in quite good way:
if 9 bNK

n o
8K ½bH; cNK � ! 0

which can be formulated as: GF is a good approximation for real WF
when the numbers of electrons in each subsystem are ‘good’ quan-
tum numbers. If the condition of subsystems’ WFs strong orthogo-
nality is imposed, it can be said that the total space of one electronic
states (OES) corresponding to the original system is dividing into
mutually orthogonal subspaces with fixed constant dimensions cor-
responding to subsystems. It means that each function UK can be
constructed from OES corresponding only to the K-th subspace.

More detailed and complete information about GF concept can
be found in [9,15].
Appendix B. Strictly localized geminals and deductive
molecular mechanics

In this section we are going to discuss some general ideas of SLG
based molecular mechanics with mainly focusing on nonbonded
interactions.

Total electronic WF of organic molecules can be written in
terms of geminals (gm) – electronic groups corresponding to singlet
state of two electrons in the molecule (chemical bond or lone elec-
tron pair) as follows:

Wj i ¼
Y
m

gþ
m 0j i

where gþ
m is the creation operator of two electrons in geminal gm

corresponding to the m-th bond in the molecule. It is reasonable
to represent such defined geminals in valence bond view:

gþ
m ¼ umrþmar

þ
mb þ vml

þ
mal

þ
mb þwmðrþmalþmb þ lþmar

þ
mbÞ

where um;vm – amplitudes of ionic conributions; wm – amplitude of
covalent contributions; rþmr, lþmr are Fermi-operators of creation
electron in the one electronic states (OES) rmj i and lmj i with spin
projection r. Geminals are normalized:

h0jgmg
þ
m 0j i ¼ u2

m þ v2
m þ 2w2

m ¼ 1

For the lone electron pair only one contribution remains:

gþ
m ¼ rþmar

þ
mb

One electronic states rmj i and lmj i are strictly local and reside on
right and left atoms of m-th bond, respectively. They are the hybrid
orbitals (HOs) oriented along this bond. System of such hybrid orbi-
tals on each non-hydrogen atom can be obtained from the basis set
of four atomic orbitals (A) (for second raw elements) by using ortho-

honal linear transformation bh corresponding to SO(4) Lee group:

tmrj i ¼
X
i

hmiðAÞ airj i

hijðAÞ – 4 � 4 matrix representing operator bh in linear space with
atomic orbitals basis set A. This space is isomorphic to four-
dimensional space of quaternions H, so each HO corresponds to

normalized quaternion (sm;vm
!
). Scalar part of quaternion gives

the contribution of atomic s-orbital and vector part is contributions
of atomic p-orbitals to the hybrid orbital [20].

The independent amplitudes (um;vm) and matrix elements (hij)
form the full set of electronic structure parameters. Solving the
3 � 3 problems with effective hamiltonian for all geminals self-
consistently allows to obtain explicit values of these parameters
(see more details in [16]).

It is important that geminal amplitudes enter expressions of
any observables only in some combinations – matrix elements of
one- and two-electronic densities, definied as [18]:



I.V. Popov, A.L. Tchougréeff / Computational and Theoretical Chemistry 1116 (2017) 141–150 149
Prr
m ¼ u2

m þw2
m Pll

m ¼ v2
m þw2

m

Prl
m ¼ Plr

m ¼ ðum þ vmÞwm

for one-electonic density in m-th geminal.

Crr
m ¼ u2

m; C
ll
m ¼ v2

m; C
rl
m ¼ Clr

m ¼ w2
m

for two-electronic density in m-th geminal. Matrix elements of
cross geminal two-electonic density are the products of correspond-
ing one-electronic densities matrix elements [18].

Total energy of the system consisting of N identic molecules can
be written in terms of density matrix elements in form, which is
fairly similar to MM force field, because bonded and nonbonded
atoms are treated in different way [18]:

ESLG
total ¼

XN
M¼1

X
A2M

EA
bond þ

X
A;B2M

EAB
bond

" #
þ

XN
M¼1

XN
K¼M

X
A2M

X
B2K

EAB
nonbond

EAB
nonbond ¼ EAB

el þ EAB
exch

where indexes M and K are numbers corresponding to molecules
and indexes A and B are numbers corresponding to atoms.

The exchange interactions between electrons in the groups
sharing the same pair of atoms (this happens when multiple bonds
are present) EAB

exch can be written as follows [24]:

EAB
exch ¼ �2

X
m<n

X
p 2 fm;Ag
q 2 fm; Bg

� � X
p0 2 fn;Ag
q0 2 fn;Bg

� � pp0jq0qð ÞAB
X
r
PrpqP

r
p0q0

where m and n are numbers of bonds; p; q are atomic orbitals and
pp0jq0qð Þ is two electronic two centered integral.

Using multipole expansion the electrostatic interaction EAB
el

between charge distributions corresponding to nonbonded atoms
A and B can be written as [24]:

EAB
el ¼ Z AZBðssjssÞAB þ

X
pp02A

X
qq02B

P A
pp0P

B
qq0 ðpp0jqq0ÞAB

� Z A
X
qq02B

PB
qq0 ðssjqq0ÞAB � ZB

X
pp02A

P A
pp0 ðpp0jssÞAB

Only the intragroup one-electonic density elements are nonvanish-
ing, so this expression can be rewritten:

EAB
el ¼ ½�Z AðssjA þ

X
pp02A

P A
pp0 ðpp0jA� � ½�ZBjssÞB þ

X
qq02B

PB
qq0 jqq0Þ

B
�

The strictly local character of hybrid atomic orbitals allowed to
define atomic multipoles. Monopole (atomic charge) can be
obtained as follows:

qA ¼
X
p2A

P A
pp � Z A

Expressions for dipole moment for an sp-distribution (lA
�!

Þ and

quadrupole moment (cSA) for an pp-distribution on atom A:

lA
�!

¼ DA
1

X
pq2A

P A
pqðsAp v A

q

�!
þ sAq v A

p

�!
Þ

cSA ¼ DA
2

� �2X
pq2A

P A
pq v

A
p

�!
� v A

q

�!
where

D1 ¼ 2nþ 1ffiffiffi
3

p ð41ns1npÞnþ
1
2

ð1ns þ 1npÞ2nþ2
D2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2nþ 1Þð2nþ 2Þ

20

r
1�1
np

In terms of such defined multipole moments, electrostatic interac-
tion can be rewritten as:

EAB
el ¼ qAG00qB þ qAGa

01 l
B
a

�!� lA
a

�!
G10qB � lA

a

�!
Gab

11 l
B
b

�!þ qAGab
02

cSBab
þ cSA

abG
ab
20q

B � lA
a

�!
G12S

ab̂cB
bc þ cSA

abG
abc
21 lB

c

�!þ cSA
abG

abcd
22

cSBcd
Gabc...m

l1 l2
¼ rarb . . .rmf l1 l2 ðR

ABÞ

where f l1 l2 ðRABÞ is the functional form of the potential; RAB is the dis-
tance between atoms A and B.

Expressions for bonded interactions are quiet cumbersome to
present it here and can be found in [18].

Although MM like functional form of energy is obtained, it can-
not be used for molecular modeling, because density matrix ele-
ments should change in some nontrivial way each time atomic
coordinates are changed. Thus the most important consequence
from the SLG description which allows to construct deductive
MM scheme is the transferability of density matrix elements
[21]. It was shown that matrix elements can be written as follows:

Ptt0
m ¼ 1

2
þ dPtt0

m Ctt0
m ¼ 1

4
þ dCtt0

m

Small corrections dPtt0
m and dCtt0

m can be expressed in terms of small
(for typical organic bonds) parameters: bond correlation (1m � 1)
and bond polarization (lm 	 1) [21]:

dPtt
m ¼ lm

2
dPrl

m ¼ �l2
m

4
� 1
412m

dCtt
m ¼ lm

2
� 1
41m

dCrl
m ¼ �l2

m

2
þ 1
41m

Thus the transferability of electron density matrix elements allows
not to solve self-consistent problem every time when the form of
HOs or atomic coordinates are changed. It means that the MM
scheme with additive form of energy dependence on HOs and
atomic coordinates may be implemented.

The expressions of bonded dEbond and nonbonded dEnonbond

energy changes in terms of small changes of HOs parameters and
atomic coordinates can be easily obtained if the transferability of
densities matrix elements is taken into account [21].

As a result we have the force field which is expressed in molec-
ular mechanics way and contains parameters determined from
theoretical QM calculations.
Appendix C. Supplementary data

Supplementary data associated with this article can be found, in
the online version, at http://dx.doi.org/10.1016/j.comptc.2017.04.
001.
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